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Abstract—Mid-air images are CG visuals that float in real
space and can be observed without using any devices. Owing
to the unique display of mid-air images, a virtual reality (VR)
simulation system is essential for designing and evaluating
interactions with these images. However, no such simulation
has been developed thus far. We hypothesized that simulating
characteristics, such as view area and occlusion problems, would
result in similar user behavior in VR and real space. In this study,
we propose and implement a VR system to test this hypothesis
by incorporating a method to simulate the occlusion problem
without measuring object shapes or positions. By comparing
interactions using our method, actual mid-air images, and typical
VR objects, we found that simulating the viewing area led to
similar observation behavior in both VR and real space. However,
significant differences in the touch interaction penetration depth
indicated that independently simulating the occlusion problem
was insufficient.

Index Terms—virtual reality, mid-air image, touch interactions

I. INTRODUCTION

Advancements in virtual reality (VR) technology have en-
abled the recreation of real-world phenomena and experiences
within the cyberworld. In VR environments, it is easy to
control the surrounding environment as well as the size and
appearance of objects. Consequently, VR spaces are used in
various applications, including research tools and designing
new assistive tools.

We are engaged in developing a VR system to design and
evaluate mid-air image interactions within VR spaces. A mid-
air image is a CG image formed in mid-air, which can be used
as a display. Mid-air images have two main characteristics:
a limited view area and occlusion problems. Designing mid-
air image interactions requires an understanding of these
characteristics and the use of physical devices. By simulating
mid-air images using these characteristics in the VR space,
individuals without specialized knowledge or equipment can
easily prototype mid-air image interactions. Moreover, placing
mid-air image simulations in the metaverse enables support
from distant experts and facilitates user feedback collection.

Thus far, no systems have been proposed that can simulate
the characteristics of mid-air images in VR spaces, and the
requirements have not been clarified. Traditional mid-air image
simulations are limited to designing optical devices and cannot
be used for interaction design. Therefore, it is necessary to

clarify the requirements for VR mid-air image simulations,
which are essential for designing and evaluating mid-air image
interactions within VR spaces.

The main requirements for VR simulation of mid-air images
can be considered from three aspects: the characteristics of
mid-air images, the characteristics of optical elements, and the
real-time performance. The characteristics of mid-air images
include common features such as viewing area and occlusion
problems. The characteristics of optical elements depend on
the optical devices used to form the mid-air image. In addition,
real-time performance is essential for interactions in VR. We
hypothesized that by simulating the characteristics of mid-air
images, user behavior in VR would mirror their behavior in
the real world. Thus, we propose the following hypotheses:

• Hypothesis 1: By simulating the view area of a mid-air
image in VR, users will observe the mid-air image from
the same directions as they would in real space.

• Hypothesis 2: By simulating occlusion problems, the
degree of penetration when users touch the mid-air image
in VR will be similar to that in real space.

In this study, we aim to test these two hypotheses through a
VR system that simulates the characteristics of mid-air images.
This research aims to investigate whether users interact with
mid-air images in VR in the same manner as they do in real
space by simulating the view area and occlusion problems.
To test our hypotheses, we designed and implemented a VR
system of mid-air images that allows interaction and simulates
the viewing area and occlusion problems. Furthermore, we
tested our hypotheses by comparing the interaction results of
actual mid-air images, typical VR objects, and the proposed
VR system.

The contributions of this study are as follows.

• We propose and implement a new VR system for design-
ing and evaluating mid-air image interactions, which has
been difficult with conventional simulations.

• We design a method to simulate occlusion problems
without measuring the shape and position of objects
contacting the mid-air image.

• We reveal that simulating occlusion problems indepen-
dently is insufficient to achieve the same degree of
penetration in VR touch interactions as in real space.



II. RELATED WORK

A. Use of VR Environments

Several previous studies have demonstrated the use of
simulations in VR environments. Ville et al. [1] conducted
a field study on public displays in a VR environment and
compared the results with those obtained in a real-world set-
ting. Similarly, Mathis et al. [2] investigated the suitability of
VR environments for evaluating authentication systems. These
studies indicated that VR environments can be used effectively
to evaluate public displays and authentication systems. They
also reported the potential influence of VR technology on user
behavior and evaluation outcomes. Furthermore, Uwe et al. [3]
developed a tool for prototyping c ross-reality systems within
VR environments, demonstrating that implementation can be
made more efficient.

Based on these findings, it can be inferred that VR environ-
ments can effectively be used to design and evaluate mid-air
image interactions. VR environments can easily simulate even
interactions with large-scale devices, such as ultra-walls [4],
which are difficult to create in real-world settings. However, to
understand the impact of VR technology on the simulation and
evaluation of mid-air image interactions, it is necessary to clar-
ify the differences in interactions between VR and real-world
settings. This study clarified these differences by developing
a VR system capable of interacting with mid-air images and
comparing it with actual mid-air image interactions, marking
a pioneering effort in this area.

B. Mid-Air Image Optical Systems

Mid-air image optical systems are designed to project
images that appear to float in mid-air by manipulating the
light emitted from a source through reflection, refraction, and
transmission via optical elements. The formation of mid-air
images employs various optical elements such as a micro-
mirror array plate (MMAP), dihedral corner reflector array
(DCRA) [5], roof mirror array [6], and retroreflective mirror
array [7]. Additionally, systems like aerial images by retro-
reflective (AIRR) [8], which combine retroreflective materials
with half mirrors, also create mid-air images.

In this study, we focused on mid-air images formed by
MMAP. The MMAP is chosen because of its commercial
availability and the simplicity of its optical system config-
uration. Moreover, mid-air images produced by MMAP are
generally brighter and sharper than those produced by AIRR,
making them more suitable for interactive applications.

C. Mid-Air Image Interaction

There are three considerations when designing mid-air im-
age interactions. This section describes these in the order of
importance.

First, the design of mid-air image interactions requires
careful consideration of the viewing area. For example, MR-
sionCase [9] forms mid-air images around an exhibit. Under-
standing the viewing area is crucial for designing devices that
allow observations over an extended range and simultaneous
viewing by multiple users.

Second, it is important to consider the inherent occlusion
problem between mid-air images and physical objects. Appli-
cations such as MARIO [10], Scoopirit [11], and AIR-range
[12] have been proposed, each placing mid-air images near
physical objects, which necessitates careful design. MARIO
allows mid-air image interactions by moving images over
blocks constructed by the user. Scoopirit enables the scooping
of mid-air images above water. The AIR-range displays stable
brightness in mid-air images adjacent to tabletop objects,
facilitating user interactions with mid-air images. These appli-
cations must address the occlusion problem in device design
owing to the proximity of mid-air images to physical objects.

Third, the characteristics dependent on optical elements
also impact mid-air image interactions. These factors include
stray light, image brightness, and sharpness. Stray light, an
unwanted light that accompanies mid-air images, can hinder
image observation, leading to the removal of multiple proposed
methods [13] [14]. Brightness and sharpness must be designed
to ensure clear imaging.

This study focuses on viewing areas and occlusion problems
among these considerations. These are the general charac-
teristics of mid-air images, independent of optical elements,
and are crucial for designing mid-air image interactions.
However, the characteristics dependent on optical elements
were excluded from this study. Stray light can be eliminated
using various methods. The brightness of the mid-air image
can be controlled by varying the brightness of the light source.
Furthermore, it is unclear how the sharpness of the mid-air
image decreases compared to that of the light source, and there
are insufficient data to simulate this. Therefore, these elements
were excluded from this study.

D. Mid-Air Image Simulation

A simulation method using computer graphics was proposed
for mid-air image simulations. Kiuchi et al. [15] introduced a
simulation technique for MMAP using ray tracing, which is
a rendering method that traces the paths of light rays. This
method accurately modeled the MMAP, simulated the paths of
light rays according to physical phenomena, and successfully
simulated the appearance of mid-air images and stray light.
Hoshi et al. [16] proposed a method for understanding the
viewing area of mid-air images through simulations using
ray tracing. However, ray tracing often demands extensive
rendering time, making it unsuitable for the real-time updates
required for HMDs, thereby complicating its use in designing
and evaluating mid-air image interactions.

This study aims to develop a VR system capable of support-
ing the design and evaluation of mid-air image interactions
that conventional simulations do not provide. Because mid-
air images are a unique display technology, there is a lack
of research on how users interact with them. Conventional
mid-air image simulations cannot simulate the mid-air image
interactions. Therefore, a VR system that can simulate and
observe user behavior is necessary to design and evaluate mid-
air image interactions.



Fig. 1. Overview of Mid-Air Image Simulation: (a) Capturing the light source
for appearance simulation; (b) System appearance: Placing a captured image
of the light source at the position of the MMAP to simulate the occlusion
problem; (c) Perceived appearance: Creating parallax by capturing the light
source from appropriate positions based on the viewpoint, making the image
appear to form in mid-air

Fig. 2. (a)Principle of mid-air imaging; (b)When the azimuth angle relative
to the mid-air image is large, part of the image is cut off

III. METHOD

In this section, we propose a VR system for mid-air images
that simulates the viewing area and occlusion problems, al-
lowing us to test the aforementioned hypotheses. This section
describes our VR system for simulating mid-air images.

A. Simulation of Mid-Air Images

Our VR system aims to simulate the appearance, viewing
area, occlusion problems, and imaging position of mid-air
images. Using a game engine capable of real-time rendering,
our method is compatible with HMD operations. However, the
characteristics of MMAP such as stray light, brightness, and
sharpness, should be considered in future studies.

To simulate the appearance of the mid-air images, we used
a captured image of the light source (Fig. 1(a)). As shown in
Fig. 2(a), mid-air images are formed by light emitted from a
source and passing through MMAP, thus they appear identical
to the light source. Therefore, we can simulate mid-air images
using the captured images of the light source.

The viewing area was simulated by rendering only within
the region overlapping the MMAP as seen from the viewpoint.
This is because as shown in Fig. 2(b), the mid-air image cannot
be observed outside MMAP.

Fig. 3. A part of the mid-air image is occluded by the finger behind the
checkerboard: (a) Actual mid-air image; (b) Our mid-air image simulation;
(c) Typical VR object; (d) Positional relationship between the finger and the
mid-air image.

The occlusion problem was simulated by placing the light
source image at the MMAP (Fig. 1(b)). This ensured that the
mid-air image was occluded by other objects located near the
imaging position of the mid-air image.

The imaging position of the mid-air image was simulated
by capturing the light source image from an appropriate
position to create a parallax (Fig. 1(c)). Specifically, we change
the capture position of the light source image according to
the user’s viewpoint movement to create a motion parallax.
Additionally, we captured separate light source images of the
right and left eyes and placed them on MMAP to achieve
stereoscopic vision. This parallax caused the mid-air image to
float.

A crucial aspect of our method is that by placing the light
source image at the position of MMAP, the occlusion problem
can be simulated based on the position of the user. If the
light source image is placed at the imaging position of the
mid-air image, the mid-air image appears to be occluded, as
shown in Fig. 3(c). To create an occlusion problem similar
to that in an actual mid-air image (Fig. 3(a)), it would be
necessary to carve out the mid-air image to match the shape
of the fingertip, requiring complex calculations that consider
the spatial relationship and shape of objects and viewpoint.
However, our method, which places the light source image at
the same position as MMAP, does not require this processing.

B. Implementation

To test our hypothesis, we implemented the aforementioned
VR system to simulate mid-air images using a game engine.
We used Unity version 2020.3.28f, developed by Unity Tech-
nologies, and employed the default rendering pipeline.

The proposed method operates in real-time in Unity. The
frame rate was verified on a development machine equipped
with an Intel Core i7-10700 CPU and an NVIDIA RTX A6000
GPU. When the simulation was the only element placed in the
scene, the frame rate exceeded 500 fps when outputted to a



Fig. 4. Overview of the Experimental System

2D display. When the VR HMD (VIVE Pro 2) was used as the
output, the VR system operated at 90 fps. Considering that the
VIVE Pro 2 has a refresh rate of 90Hz, this is a sufficiently
high frame rate.

IV. EXPERIMENT

Two experiments were conducted to test our hypotheses. To
test Hypothesis 1, Experiment 1 investigated the direction in
which users observed mid-air images. Experiment 2 examined
the penetration depth during touch interaction with mid-air
images to test Hypothesis 2.

Both the experiments were conducted under three condi-
tions: actual mid-air images (Fig. 3(a)), our mid-air image
simulation (Fig. 3(b)), and typical VR objects (Fig. 3(c)).
Thus, there were only one real-world and two VR conditions.
In the mid-air image simulation condition, we used our VR
system to simulate the characteristics of mid-air images, such
as viewing area and occlusion problems. A typical VR object
condition was set up without simulating the viewing area or
occlusion problem.

The experiments involved 12 adult participants (11 males
and one female) aged 21–24 years, all of whom had prior
experience with HMD. All participants participated in both
experiments consecutively and experienced all conditions. We
counterbalanced the order of the experiments and conditions
for each participant to offset order effects.

A. Experimental System

An overview of the mid-air imaging apparatus used in the
experiment is shown in Fig. 4. For the two VR conditions, we
implemented the same apparatus design in Unity to present
mid-air images. An external display connected to a PC was
used as the light source for the mid-air images, as shown in
Fig. 5. Button sizes were designed based on the experimental
setup of Bermejo et al. [17]. The pop-out distance of the mid-
air image was determined to be 48 cm after ensuring that stray
light was not visible from the front by applying a louver film
to the surface of the display.

The positions of the participants’ viewpoints and hands
were measured using an OptiTrack (PrimeX 13) optical motion

Fig. 5. Mid-Air Image Buttons Used in the Experiment

tracking system. In addition, the position of the MMAP was
tracked to determine the position of the mid-air image under
the real-world condition. Tracking results from OptiTrack were
used as positional information in Unity.

We used the VIVE Pro 2 as the HMD. The position of the
HMD was tracked using SteamVR. The origin of the world
space in Unity aligned with the origin of the coordinate space
in the OptiTrack tracking system. The HMD had an interpupil-
lary distance (IPD) adjustment feature and the participants
adjusted the IPD when they first wore the HMD. This IPD
setting is reflected in the position of the camera, representing
the viewpoint of Unity.

B. Experiment 1: Investigation of Observation Direction

This experiment aimed to determine whether users observed
mid-air images from the same direction as they would with
actual mid-air images by simulating the viewing area. The
viewing area of mid-air images is limited, and the images
may not be visible from certain positions. By simulating
this characteristic, we investigated whether users in a VR
environment would observe mid-air images in the view-area
direction.

Participants were allowed to move freely around the mid-air
image and observe it. There were no restrictions on posture
during the experiment, and the participants were informed
beforehand that they could move freely. The experiment con-
sisted of one trial per condition, for a total of three trials. The
procedure for each trial was as follows.

1) The participant moves to a position where they can see
the mid-air image well and inform the experimenter
when they are ready.

2) The participant observes the mid-air image freely for
one minute.

In this experiment, we measured the direction in which the
participants observed mid-air images. In the real mid-air image
condition, we recorded the position of the eye mask with
markers worn by the participants. In the two VR conditions,
we recorded the position of the HMD. These positions were
recorded in Unity for every frame during Step 2 and used to
determine the azimuth angle of the participants relative to the
mid-air image.



The measured observation positions of the participants were
converted into azimuthal angles relative to the mid-air image
for analysis. This conversion was chosen because although
there is no distance restriction for observing the mid-air image,
there is a limitation in the angle. Although there was also
a height restriction for observing the mid-air image, height
differences among the participants led to the decision to
exclude height from the analysis.

The azimuthal angle of the mid-air image was defined as
the front of the image at 0 °. The movement to the right of the
mid-air image was assigned a positive angle, and movement
to the left was assigned a negative angle (Fig. 2(b)). This
angle was calculated from the participant ’s viewpoint and
mid-air image positions. In the real mid-air image condition,
the position of the mid-air image was determined from the
position of the MMAP and pop-out distance of the mid-air
image. Under the two VR conditions, the position of the mid-
air image is obtained from its position in Unity.

C. Experiment 2: Investigation of Penetration Depth

This experiment aims to determine whether the penetration
depth of a user’s finger when interacting with mid-air images
in VR is comparable to that in the real world by simulating
the occlusion problem. Users tend to move their fingers
deeper than the actual imaging position when touching mid-air
images [17]. We hypothesized that this behavior was due to
the occlusion problem and aimed to investigate whether this
penetration depth occurs similarly in the VR environment by
simulating this characteristic.

The participants touched the red button on nine mid-air
image buttons using their fingertips. The experiment consisted
of 36 trials per condition, totaling 108 trials. After all the
conditions were met, the experimenter measured the length of
the participants’ fingers, and the participants were invited to
freely comment on the experiment. The procedure for each
trial was as follows:

1) Participants sit in a position they consider easy to touch
the mid-air image button and receive instructions about
the experiment.

2) One button turns red, and the participant touches that
button.

3) When the participant feels they have touched the button,
they say ”beep” and remove their finger from the button.

4) The experimenter changes the button that turns red in
response to the participant’s ”beep.”

5) Steps 2 to 4 are repeated 36 times.
The order in which the buttons turned red was randomly

generated with adjustments to ensure that the same button
did not become the target consecutively. Participants were
instructed to say ”beep” to indicate the exact moment they
felt they touched the mid-air image. This was because the
preliminary experiment showed that some participants had
their fingers placed deeper than in the mid-air image at the
start, making collision detection at the actual imaging position
difficult. Detection was based on the participant’s ”beep”
sound.

The positions of the participants’ hands and the time re-
quired to touch them were measured. The participants wore
gloves with markers, and the glove positions were tracked as
hand positions. The time taken to touch the button was mea-
sured from the moment the button turned red in Step 2 until
the participant vocalized in Step 3. The hand positions were
recorded in Unity for every frame during the measurement,
and the touch time was calculated based on the elapsed time
in Unity.

All the participants used their right index finger to touch
the mid-air image buttons. In the real mid-air image condition,
the participants used their actual hand, whereas in the two VR
conditions, they used a virtual hand model that moved in ac-
cordance with their real hand. The participants were instructed
to maintain their hand in a posture with the index finger
extended, and the virtual hand model in the VR condition
was fixed in the same posture.

The participants were seated during the experiment. The
chair had casters and an adjustable height that allowed the
participants to adjust freely. At the beginning of each condi-
tion, the participants moved the chair to a position they found
suitable for touching the mid-air image buttons. Once the chair
position was adjusted, the researcher initiated the trial.

For each condition, the first 10 of the 36 trials were
considered a warm-up period for the participants to become
accustomed to the task and were excluded from the analysis.
The fingertip positions were calculated from the measured
finger lengths and hand positions, and the penetration depth
of the fingertips relative to the mid-air image was determined.
For each trial, the penetration depth was calculated from the
data of all measured frames, and the maximum value was used
for the analysis. The time taken to touch was analyzed using
only the remaining 26 trials per condition, excluding the first
10.

The Wilcoxon signed-rank test was used to perform multiple
comparisons for both the maximum penetration depth and
touch time to determine if there were significant differences
between all combinations of conditions. Bonferroni correction
was applied to adjust the p-values.

V. RESULTS

A. Experiment 1: Investigation of Observation Direction

Fig. 6 shows a violin plot of the directions from which
participants observed the mid-air image during Experiment
1. This plot combines the data from all participants catego-
rized by condition. The vertical axis represents the azimuthal
angle relative to the mid-air image. The view areas for the
actual mid-air image and simulation conditions are shown in
green. By contrast, for the typical VR object condition, the
viewing area was unrestricted, allowing observations from any
direction. Height differences among the participants were not
considered, and height was excluded from the analysis.

Under the actual mid-air image and simulation conditions,
participants observed a mid-air image within the viewing area.
For the actual mid-air image condition, 99.4% of the data
were within the viewing area, whereas for the simulation



Fig. 6. Distribution of Observation Angles for Mid-Air Image

condition, 85.5% of the data were within the viewing area.
In contrast, for the VR floating object condition, only 64.8%
of the data were within the viewing area. Additionally, in this
condition, observations from the rear side (± 180 degrees)
were prominent.

B. Experiment 2: Investigation of Penetration Depth

Fig. 7 shows the box plot of the maximum penetration depth
measured in Experiment 2. In the conditions with the actual
mid-air image and simulation, the errors were larger compared
to the typical VR object condition. The errors were 6.31 cm
for the actual mid-air image condition, 15.24 cm for the simu-
lation, and 0.97 cm for a typical VR object. Furthermore, the
Wilcoxon signed-rank test for multiple comparisons showed
significant differences for all combinations (p < 0.01).

However, as shown in Fig. 8 shows that there are no
significant differences in the time taken to touch among the
conditions (p > 0.05). The median times were 1.08 s for the
actual mid-air image condition, 1.18 s for the simulation, and
1.54 s for the typical VR object.

Observations during the experiment revealed that several
participants noticed that their fingertips were occluded when
penetrating the mid-air image under the typical VR object con-
dition. One participant noted that occlusion of their fingertips
in the typical VR object condition led to more errors than in
other conditions. Another participant commented that it was
difficult to focus simultaneously on both the mid-air image and
their fingertips when placing them at the perceived position of
the mid-air image.

VI. DISCUSSION

A. Experiment 1: Investigation of Observation Direction

Hypothesis 1, which predicted that simulating the viewing
area of mid-air images would lead users to observe the mid-air
image in the same direction as they would in the real world,
is supported. The simulation condition, which simulated the

Fig. 7. Maximum Penetration Depth Relative to the Mid-Air Image

Fig. 8. Time Taken to Touch

view area, yielded results closer to those of the actual mid-
air image than the typical VR object condition, which did not
simulate the view area. Specifically, the proportion of data
within the view area increased from 64.8% to 85.5% owing to
the simulation of the view area. In other words, the discrepancy
to the actual mid-air image results (99.4%) decreased from
34.6% to 13.9%. Therefore, the results support Hypothesis 1,
indicating that the simulation of the viewing area is effective
to cause behavior in VR space similar to actual mid-air image.

However, in the simulation, the percentage of viewpoints
tracked within the viewing area was 99.4%, which was higher
than 85.5% in the actual mid-air image. This discrepancy may
be attributed to differences in participant behavior between
the real and VR environments. Ville et al. [1] compared
user behavior in real and VR environments and reported that
participants generally moved more actively in VR. Similarly,
in our simulation, users were likely to move more actively
than when observing an actual mid-air image. This is one of



the limitations of simulating interactions in VR environments.
Further investigation is needed to find out if this discrepancy
is acceptable in the design and verification of mid-air image
interactions, and how to make it even smaller.

B. Experiment 2: Investigation of Penetration Depth

The difference in the penetration depth during touch in-
teractions between the actual mid-air image condition and
simulation condition led to the rejection of Hypothesis 2.
The difference between the simulation and typical VR object
conditions indicated that simulating the occlusion problem
caused the fingertip to penetrate the mid-air image. However,
the penetration depth under simulation conditions was signifi-
cantly greater than that under the actual mid-air image condi-
tions. Therefore, merely simulating the occlusion problem is
insufficient for achieving the same penetration depth as that
in a real-world scenario.

The variance in the fingertip penetration depth when touch-
ing the mid-air image was greater in the actual mid-air image
condition than in the two VR conditions. This may be due to a
decrease in the sharpness of the mid-air image. The actual mid-
air image appears to be less sharp relative to the light source.
However, as our study did not focus on the sharpness of mid-
air images, the VR conditions did not include this effect. In
the actual mid-air image condition, the reduced sharpness may
have made it relatively difficult to focus on the image, thereby
affecting depth perception. Implementing the sharpness effect
and investigating its impact on interactions is a potential area
for future research.

In addition, the penetration depth was greater under the
simulation conditions than under the actual mid-air image con-
ditions. This can be attributed to the accommodation function
of the human eye. The human eye has a limited focusing
range, and as the penetration depth increases, it becomes more
challenging to focus on both fingertip and mid-air images
simultaneously. In the actual mid-air image condition, this
phenomenon might have helped limit the penetration depth.
By contrast, when using an HMD, the focus remains constant
regardless of the object’s depth, allowing participants to fo-
cus on both the fingertip and mid-air image simultaneously.
This makes it more difficult to notice penetration under the
simulation conditions, leading to a higher median maximum
penetration depth. This highlights a limitation in simulating
with HMDs that use a fixed-focus display.

VII. CONCLUSION

In this study, we propose a VR system for mid-air images
that allows interaction, simulates the viewing area and oc-
clusion problem, and tests two hypotheses. Our VR system
enables interactions with mid-air images that are difficult to
achieve using conventional simulation methods. We designed
a method to simulate the occlusion problem without requiring
the shape or position of objects near the mid-air image and
used it in our VR system. Furthermore, we compare the results
of mid-air image interactions using our VR system with those
obtained from actual mid-air images and typical VR objects.

The results indicated that simulating the viewing area al-
lowed users to observe mid-air images within the viewing
area. However, regarding the penetration depth during touch
interactions, we found that simulating the occlusion problem
independently was insufficient for achieving the same pene-
tration depth as in the real world. This suggests the necessity
of simulating a decrease in the sharpness of mid-air images.
In addition, challenges have been identified when simulating
mid-air image interactions using VR and fixed-focus HMDs.
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