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Abstract
In virtual reality, visual information plays a critical role, and head-
mounted displays are widely recognized as the primary means of
presentation. However, non-wearable approaches such as projec-
tion mapping and mid-air images have also been explored. Mid-air
images present content near real objects without screens, mak-
ing them promising for mixed reality. Yet, their lack of physicality
weakens depth perception and diminishes the sensation of pressing
buttons. We tested whether pictorial cues (shading, shadow, size)
enhance depth perception and button-press sensation in mid-air
image UIs. Each experiment involved 14–16 participants. These
cues increased perceived depth and improved pressing sensation.
These findings suggest that pictorial cues can compensate for the
absence of physical sensation and enhance the usability of mid-air
image UIs.

CCS Concepts
• Human-centered computing → Mixed / augmented reality.
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1 Introduction
Two-dimensional (2D) images and videos can be perceived as three-
dimensional (3D) by utilizing pictorial depth cues. Here, by pictorial
depth cues we refer to occlusion, relative/familiar size, linear per-
spective, texture gradients, height in the visual field, aerial perspec-
tive, shading, and cast shadows [5]. These cues convey 3D structure
and relations, shaping perceived distance and object thickness. The
sense of depth refers both to perceived spatial distance between
objects and to the perceived thickness of individual objects.

We study how pictorial depth cues can enhance 2D mid-air
images—free-space real images formed by relaying a flat display.
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While pictorial cues have been widely explored for HMD-based
AR/VR [1, 6], they are not directly applicable to mid-air images
because shadow-based approaches generally need an extra surface
or display [25]. Hence, we focus on in-image cues implementable
without additional hardware.

Based on informal observation, cues such as shading or relative
size can give users a sense of depth in mid-air images. If confirmed
effective, this study would represent the first application of pictorial
depth cues to mid-air image UI buttons, offering clear implications
for future interface design.

In this study, we investigate the effect of adding pictorial depth
cues to 2D mid-air images on the enhancement of perceived depth.
Although several methods exist to measure perceived depth, we
chose the pointing method to verify the effects of pictorial depth
cues in an interactive experiment. In this method, users physically
point to the location in space corresponding to the perceived depth,
enabling the first quantitative measurement of perceived depth in
mid-air images.

This paper makes the following contributions to interaction with
2D mid-air images:

• Motivation & problem framing: We articulate why 2D mid-
air images inherently lack binocular disparity and motion
parallax, motivating the use of pictorial depth cues.

• Methodological contribution: We operationalize a pointing-
based measure of perceived depth for mid-air images and
verify its accuracy for depth discrimination.

• Perceptual findings: We quantify the effects of three pictorial
cues—shading, background shadow, and size difference—on
perceived depth in 2D mid-air images.

• UI design implication: We show that combining size differ-
ence with a co-moving shadow enhances pressing sensation
and increases penetration relative to the focal plane in mid-
air button UIs.

2 Related Work
2.1 Mid-air Images
Mid-air images are images formed in real space by light emitted
from a light source, which is reflected or refracted by optical ele-
ments. The optical systems for mid-air images can be categorized
into those that form images symmetrically opposite to the light
source display and those that form images on the same side as
the light source. Examples of the former include Dihedral Corner
Reflector Array (DCRA) [14], Micro Mirror Array Plate (MMAP)
composed of two layers of slit mirror arrays, and aerial imaging by
retro-reflection formed by combining retroreflective materials and
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a half mirror [24]. Roof mirror array [11] is an example of the latter.
These systems allow naked-eye viewing and multi-user interaction
without HMDs(head-mounted displays); we use MMAP.

Interactive systems leveraging mid-air images have been exten-
sively researched. In MARIO [10], users can stretch their hands
toward mid-air images to manipulate blocks within a 3D space.
MiTAi [15] enables continuous movement of mid-air images be-
tween mirror space and physical space, allowing users to touch
and move mid-air images with their fingers. HaptoFloater [17] in-
tegrates haptic feedback into mid-air images, creating interactions
where mid-air images feel as though they possess physical sub-
stance. AIR-range [8] displays mid-air images seamlessly rising
from a table surface, offering a visual experience where mid-air
images appear naturally present in the real-world space. Systems
have also been proposed that reproduce occlusion relationships
when users stretch their hands toward mid-air images, enhancing
the sense that mid-air images exist in space [20]. Additionally, in-
teractions have been achieved where the shapes of real objects are
used to maintain geometric consistency with mid-air images, creat-
ing the illusion that the two are fused within the same space [2].
These studies contribute to natural interactions where users can
directly manipulate mid-air images with their hands, enhancing the
immersion of mid-air images as if they exist in real-world space.

However, many of these systems rely on 2D displays as light
sources, limiting the display content to two-dimensional planes
and lacking a sufficient sense of depth in the images. This issue
stems from the limited adoption of 3D displays and implementation
challenges, such as reversed depth relationships when 3D displays
are used as light sources. Consequently, methods to provide more
depth-rich images using 2D displays are required.

To address this challenge, this study attempts to add a sense
of depth to mid-air images by utilizing pictorial depth cues. This
approach aims to achieve natural depth representation in mid-air
images, as if they exist in real-world space, without relying on 3D
displays.

2.2 Depth Perception with Pictorial Cues
Pictorial depth cues, such as shading, shadows, and size differences,
are known to influence depth perception. In this study, we focus
on these three cues as the main factors to be examined. Previous
studies have demonstrated the effects of pictorial depth cues in
various environments. McIntosh et al. demonstrated that exagger-
ating pictorial depth cues, such as linear perspective and texture
gradient, on backgrounds where targets are presented leads to an in-
creased tendency in the perceived depth positions [16]. Adams et al.
showed that presenting shadows beneath virtual objects in optical
see-through augmented reality and video see-through augmented
reality environments improves the accuracy of perceived positions
[1]. Vienne et al. reported that environments with multiple cues
(perspective, occlusion, shading) yield more precise depth percep-
tion [21]. Furthermore, studies have indicated that stereoscopic
display environments benefit from improved depth perception ow-
ing to the effects of linear perspective [9].

On the other hand, the effects of pictorial depth cues on mid-air
images remain insufficiently understood, particularly regarding
depth perception in situations where shadows are not presented

beneath the mid-air images. Kim et al. proposed a method to make
depth positions easier to comprehend by displaying shadows be-
neath mid-air images [10]. Yano et al. reported that manipulating
the length of shadows displayed beneath mid-air images alters the
perceived thickness—the longer the shadow, the thicker the image
is perceived; the shorter the shadow, the thinner it appears [25]. In
this study, we investigate the effects of pictorial depth cues such
as shading, background shadows, and size differences under condi-
tions where mid-air images do not cast shadows beneath them, a
setting that has received limited attention.

2.3 Methods for Estimating Depth Position
Several indirect approaches exist for measuring the perceived depth
position of objects. The simplest method is verbal reporting, where
participants estimate the perceived depth position using verbal
descriptions. This method has been employed to measure the per-
ceived positions of virtual objects in VR and video see-through
augmented reality environments [22]. However, it relies on partici-
pants’ subjective interpretations and may not accurately represent
the actual depth position [3].

Many studies have used pointing methods, where participants
indicate an object’s position by pointing with a finger. For instance,
McIntosh et al. evaluated depth perception by having participants
directly point at targets displayed on backgrounds containing pic-
torial depth cues [16]. Mengdi et al. measured depth positions in
VR environments by using a virtual hand cursor in the shape of
a hand to point directly at the virtual objects [19]. Additional ap-
proaches include using a stick to point at depth positions of spheres
displayed in stereoscopic environments [4, 13], and Fisher et al.’s
method, where participants slide their finger beneath the stimuli
to measure depth positions [7]. Unlike verbal reporting, pointing
methods allow participants to directly indicate the perceived posi-
tion of objects while they are still visible.

Pointing lets participants indicate perceived positions directly,
avoids screen contact, matches real mid-air interactions, and is thus
suitable for measurement. Since mid-air images are formed in space
rather than on a display surface, there is no concern about the
finger unintentionally contacting a screen when reaching for the
perceived location. Moreover, in actual mid-air image interactions,
it is assumed that users will reach toward the mid-air image [2, 10,
15, 17, 20], thus enabling evaluation under conditions that closely
resemble practical usage. For these reasons, the pointing method is
considered suitable for measuring the perceived position of mid-air
images.

On the other hand, the pointing method also has some disadvan-
tages. For example, variations in finger stability or individual motor
ability can lead to inconsistencies in pointing accuracy. This issue
is investigated in Experiment 1, the pointing accuracy experiment.
Furthermore, when pointing toward a mid-air image, the hand may
overlap with the image, potentially occluding the pictorial depth
cues and affecting depth perception. To mitigate this issue, we ad-
justed the finger angles and pointing positions during the depth
evaluation experiment.
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Figure 1: Pointing tasks: (a) Experiment 1 — Pointing accu-
racy, (b) Experiment 2 — Depth perception evaluation

3 Overview of Experiments
The overall goal of this study was to validate the accuracy of the
pointing method and to quantitatively evaluate depth perception in
mid-air images using this method. To this end, we first conducted
Experiment 1 to verify the method’s accuracy, then Experiment 2
to measure perceived depth using the validated method, and finally
Experiment 3 to explore the application of these findings to mid-air
image UIs.

In Experiment 1 (pointing accuracy experiment), as shown in
Figure 1 (a), participants were asked to reach out and point to the
perceived depth position of the mid-air image. By comparing the
pointed position with the actual imaging plane, we assessed the
accuracy and reliability of the pointing method.

In Experiment 2 (depth perception evaluation experiment), as
illustrated in Figure 1 (b), participants were asked to point to two
different locations on the 2D mid-air image. The difference in the
depth direction between the two pointed positions was measured
to quantitatively evaluate the perceived magnitude of depth. Note
that while Figure 1 (b) presents the mid-air image in a 3D repre-
sentation for explanatory purposes, in the actual experiment, the
mid-air image was formed on a 2D plane, and the pointing task was
conducted accordingly.

In Experiment 3 (mid-air image UI experiment), we applied the
effective pictorial depth cues identified in Experiment 2—shadow
and size difference—to mid-air image buttons. We evaluated, using
the pointing method, whether these cues enhance perceived depth
and improve the sensation of pressing in user interactions.

4 Experiment 1: Pointing to Mid-Air Images
In this experiment, participants pointed to the perceived depth
positions of mid-air images formed at different depth positions. By
comparing the indicated positions with the actual imaging planes,
we assessed the pointing accuracy.

4.1 Optical Design and Implementation
In this system, a 2D display and an MMAP were used to present
2D mid-air images. As shown in Figure 2 (b), light from the 2D
display passes through the MMAP, forming a mid-air image at a
position symmetrical to the display with respect to the MMAP
plane. To adjust the depth position of the mid-air image, the display
was mounted on a sliding rail installed beneath it. Additionally,

Figure 2: Optical design of the system: (a) Side view, (b) Top
view

an optical motion capture system was used to track the position
of markers attached to the participants’ fingers, enabling precise
measurement of pointing positions. To prevent participants from
inferring the depth position of the mid-air image based on the
visible position of the display, the display was covered with a black
styrene board.

The experimental system consisted of a 2D display, an MMAP,
and an optical motion capture system. For the 2D display, we
used an Intehill high-resolution mobile monitor F13NA (13.3-inch,
400 cd/m2 brightness, 1920×1080 resolution). The MMAP was an
ASKANETASKA3D plate (360 × 360 mm)1. To measure the pointing
positions, we used an optical motion capture system, the OptiTrack
V120:Trio. To reduce stray light, a louver film was attached to the
display. Furthermore, a sliding rail was installed on an optical bread-
board, and the position of the display was precisely adjusted using
the 2.5 cm spacing between holes on the breadboard as a reference.

4.2 Method
We presented seven depths (35–50 cm, 2.5-cm steps) at 80 cm view-
ing distance with a chinrest, the target image is shown in Figure 3.
Consequently, from the observer’s viewpoint, the mid-air images
appeared to be located within a depth range of 30 cm to 45 cm.
The range of depth positions was determined based on the near
point (30 cm) and approximately two-thirds of the average arm
length of young Japanese females (67.31 cm) [12, 18]. To measure
the pointing positions, we mounted a marker near the index base,
corrected to the fingertip offset, recorded 1 s per trial, and ran the
study in a dark room.

4.3 Procedure
For each trial, participants pointed to the perceived depth position
of the mid-air image, and the fingertip position was recorded. Seven
imaging planes were positioned 35–50 cm from the MMAP center
toward the observer in 2.5-cm steps. The presentation order was
randomized using a Latin square design. Five trials were conducted
for each imaging plane, resulting in a total of 35 trials per participant.
Participants closed their eyes during changes of the imaging plane.
The total time required for each participant was approximately 20
minutes.

14 individuals (12 males, 2 females) aged between 21 and 24 years
participated in the experiment. Among them, 6 participants were
1https://aska3d.com/ja/technology.html?lang=en
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Figure 3: Stimuli for Experiment 1: (a) Image displayed on
the 2D display, (b) Actual mid-air image

engaged in research related to mid-air images. All participants had
normal or corrected-to-normal vision, with no visual impairments
affecting daily life. This study was approved by the Research Ethics
Committee of the University of Electro-Communications (Approval
No. H24053).

4.4 Results
Figure 4 shows a summary of the perceived depth positions of the
mid-air image at each imaging plane for all participants. The hori-
zontal axis represents the pointing positions measured by the par-
ticipants (unit: cm), where larger values indicate positions farther
away (toward the MMAP), and smaller values indicate positions
closer to the participant. The vertical axis represents the actual
imaging plane of the mid-air image (unit: cm), following the same
convention. For each imaging plane, the average of the five trials
per participant, using the median fingertip position over one second
for each trial, was plotted to minimize small movements and ensure
values closely reflected the perceived positions. Based on these data,
a regression line was fitted for each participant.

Perceived positions tracked imaging-plane changes; mean slope
error was 5.5%, indicating valid depth discrimination despite some
individual offsets. Although some participants show offsets of 5.0–7.5
cm, these do not substantially affect depth perception, as there is
no large difference in the slopes. Furthermore, the average slope of
the regression lines for all participants deviated by only 5.5% from
the ideal slope represented by the black line, confirming that the
pointing method can validly indicate depth differences in Exper-
iments 2 and 3. These results demonstrate that participants were
able to accurately perceive the changes in the imaging plane and
adjust their pointing positions accordingly.

Although some individual differences in pointing positions were
observed, there was no overall tendency for large discrepancies
between the pointing positions and the actual imaging plane. Fig-
ure 5 shows the deviations between the perceived depth positions
indicated by pointing and the actual imaging plane. The horizontal
axis represents the actual imaging plane (unit: cm), and the vertical
axis represents the pointing positions (unit: cm). The blue dashed

Figure 4: Perceived depth positions of the mid-air image at
each imaging plane. Different colors represent individual
participants. The black dots and black line indicate the ideal
relationship where the pointing position perfectly matches
the actual imaging plane.

line represents the ideal pointing position for each condition. From
this graph, it can be seen that the median pointing positions for
all conditions were located near the actual imaging plane. Further-
more, the median deviations for all conditions were within 1 cm of
the actual imaging plane. These results indicate that, despite some
individual variation, the overall pointing accuracy was consistent
and did not exhibit significant errors.

Across participants, pointing responses tracked imaging-plane
changes with high linearity. Individual 𝑅2 values were consistently
high (median 𝑅2 = 0.9946; range 0.9581–0.9983; mean 0.9894 ±
0.0128 SD), indicating that the method sensitively captured depth
differences within participants. At the group level, Group 𝑅2 (mean)
was very high (𝑅2 = 0.9986), whereas Group 𝑅2 (pooled) was lower
(𝑅2 = 0.8222) when fitting a single line to all 𝑁 = 14 × 7 = 98
points. Both group regressions yielded essentially the same slope
and intercept for the underlying trend (𝑏 = 0.942, 𝑎 = −1.475 in the
units of 𝑦), consistent with the per-participant slope distribution
(mean 0.942 ± 0.071 SD).

The findings indicate that the pointing method could be a promis-
ing means of estimating perceived depth in mid-air images. Ad-
ditionally, it was shown that mid-air images, which lack physical
substance, enable direct depth indication through pointing, which
is difficult to achieve with conventional displays. Based on these
results, the next experiment measures the perceived magnitude of
depth of mid-air images using the pointing method.

5 Experiment 2: Evaluation of Perceived Depth
of Mid-air Images Using Pointing Method

In this experiment, participants pointed to two different locations
on the 2D mid-air image. The depth difference between the two
pointing positions was measured to quantify the perceived magni-
tude of depth.
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Figure 5: Deviations between the perceived depth positions of
themid-air image and the actual imaging plane. Larger values
indicate positions farther away (toward the MMAP), while
smaller values indicate positions closer to the participant.

5.1 Optical Design and Implementation
A 2D display and anMMAPwere used to present the mid-air images.
The imaging plane was positioned 47 cm in front of the center of
the MMAP, and the observation distance was set to 77 cm in front
of the MMAP center. The pointing positions were recorded using
an optical motion capture system (OptiTrack V120: Trio).

As shown in Figure 6, the experimental setup consisted of a 2D
display, an MMAP, and an optical motion capture system. The same
high-resolution mobile monitor (Intehill) used in Experiment 1 was
employed as the 2D display. The MMAP was an ASKA3D plate (488
mm × 488 mm)manufactured by ASKANET, and the motion capture
system was provided by OptiTrack. The mid-air image content was
created using Unity software (version 2022.3.19.f1).

5.2 Method
In this experiment, the perceived depth of mid-air images was evalu-
ated using the pointing method under various conditions involving
three types of pictorial depth cues (shading, shadow, and size dif-
ference), as shown in Figure 7. These conditions were selected
based on a public demonstration conducted at a university, where
questionnaire results indicated that these factors were frequently
associated with enhanced depth perception.

In the shading condition, a 10 cm sphere was shown either uni-
formly bright or with shading on the lower part, illuminated by a
single directional light positioned 60° above to emphasize surface
shading. In the shadow condition, two overlapping colored planes
were used to evaluate the difference in perceived depth depending
on whether the front object cast a shadow on the rear object. The

Figure 6: Experimental setup (hardware)

planes were separated by 10 cm along the depth axis to make the
separation visible while keeping it within finger reach. In the no
shadow condition, no shadow was projected onto the rear plane.
In the with shadow condition, a shadow from the front object was
projected onto the rear plane. The shadow was generated in Unity
by enabling Cast Shadows for the red plane, with a white directional
light placed 12° above and 17° horizontally, producing a natural soft
shadow on the blue plane. In the size difference condition, multiple
circles were arranged based on the texture gradient principle to
manipulate depth perception through size variation. In the no size
difference condition, all circles were displayed at the same size. In
the with size difference condition, the circles gradually increased
in size from the top to the bottom of the display, creating the visual
effect that larger circles appear closer and smaller circles appear far-
ther away, with frontal illumination provided by a single directional
light.

These images were displayed as 2D mid-air images in front of
the participants, who were instructed to point sequentially at two
designated locations in the depth direction for each condition:

• Sphere: The front-most protruding part (front surface) and
the lowest protruding part (bottom surface)

• Two planes: The center of the front red plane and the center
of the rear blue plane

• Multiple circles: The red circle at the front-right position
and the red circle at the back-left position

The mid-air images were displayed continuously, and partici-
pants’ heads were stabilized using a chin rest. The experiment was
conducted in a dark room.

5.3 Procedure
For each condition, participants were instructed to point at the two
designated locations, and their finger positions were recorded for
one second. A total of six mid-air image conditions were presented
in a randomized order based on a Latin square design, with five
trials conducted for each condition, resulting in 30 trials in total.
The experiment took approximately 30 minutes per participant.
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Figure 7: Mid-air images used in the experiment: (a) shading
condition, (b) shadow condition, (c) size difference condition

The participants consisted of 14 individuals (12 males and 2
females) aged between 21 and 24, who also took part in the pointing
accuracy experiment.

5.4 Results
Figure 8 shows the perceived depth results for mid-air images under
conditions with and without each pictorial depth cue. The vertical
axis represents the magnitude of perceived depth (unit: cm), cal-
culated as the difference in the average pointing positions along
the depth direction for the two designated locations. The Wilcoxon
signed-rank test was used to assess the statistical significance of
differences between conditions.

As shown in Figure 8 (a), a significant difference was observed
depending on the presence or absence of shading (p < 0.01; means:
without = 1.24 cm, with = 3.02 cm, Cohen’s 𝑑𝑧 = 0.91). Many partic-
ipants commented that “the sphere without shading appeared flat,
whereas the shaded sphere exhibited a clear sense of depth.”

Shading significantly enhanced perceived depth, reflected in
pointing. A 5 cm radius sphere yielded a median perceived depth
of 2.4 cm, about half of the expected, suggesting participants recog-
nized it as 3D and that sensing areas should be volumetric.

Figure 8 (b) shows that the presence or absence of shadow also
had a significant effect on perceived depth (p < 0.01; mean: without
= 0.48 cm, with = 1.09 cm, Cohen’s 𝑑𝑧 = 1.13), although the overall
depth magnitude was smaller compared to the shading condition.
Some participants stated that “without shadow, the two planes
appeared on the same plane, whereas with shadow, some depth was
perceived.” However, there were also comments such as “even with
shadow, I could hardly perceive any depth.” One possible reason
for this is the small size difference between the red and blue planes,
which may not have provided sufficient depth cues. Increasing the
size difference, for example by making the blue plane smaller, could
enhance perceived depth.

Figure 8 (c) demonstrates that size difference also had a signif-
icant effect on perceived depth (p < 0.01; mean: same = 1.30 cm,
different = 3.46 cm, Cohen’s 𝑑𝑧 = 0.80). In the size difference condi-
tion, although the two red circles were actually placed on the same

Figure 8: Perceived depth results: (a) presence or absence of
shading, (b) presence or absence of shadow, (c) presence or
absence of size difference

plane, a median depth of 2.5 cm was perceived. Many participants
stated that “the size difference clearly enhanced the sense of depth,”
while a few commented that “the depth effect was weak.” This re-
duction in perceived depth can be attributed to the flat appearance
of the circles. It is expected that adding thickness, such as rendering
the circles as cylinders, would further enhance depth perception.
Additionally, because the circles were small, they were easily ob-
scured by the participants’ fingers when pointing, which reduced
the discomfort caused by the inability to focus on the imaging plane
compared to the shadow condition. This suggests that appropriately
reducing the size of mid-air images to a degree where they can be
occluded by fingers may help alleviate the discomfort caused by
focusing mismatches. Future work should further investigate this
issue, including the use of focal adjustment mechanisms.

In summary, these results indicate that pictorial depth cues such
as shading, shadow, and size difference significantly influence the
perceived depth of 2Dmid-air images. Furthermore, this experiment
demonstrated that combining 2D mid-air images with the pointing
method enables the quantitative evaluation of pictorial depth cues.
In the next experiment (Experiment 3), we investigate how applying
these pictorial depth cues to user interfaces (UIs) in mid-air images
affects depth perception.

6 Experiment 3: Mid-Air Image Buttons
In this experiment, we focused on mid-air image buttons as an
example of an interface that involves user interactions along the
depth direction.

Since conventional 2D mid-air image buttons are displayed only
on a plane without physical thickness or depth-related movement,
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it is difficult to provide a natural sense of depth during button press-
ing. In contrast, physical buttons produce a clear sense of pressing
because the button physically sinks in response to the user’s action,
resulting in a tangible change along the depth direction. Although
methods such as physically moving the display to change the focal
position of mid-air images have been proposed to replicate this sen-
sation in mid-air interfaces [10], such approaches increase device
complexity and introduce response delays.

Therefore, in this experiment, we explored a method to visually
present a depth sensationwithout physically moving the focal plane.
We displayed a shadow behind the button and reduced the size of
both during pressing to evoke an inward push.

6.1 Optical Design and Implementation
The optical design and system configuration were the same as in
Experiment 2. The focal plane of the mid-air image was set 47 cm in
front of the center of the MMAP, and the viewing distance was set
to 77 cm from the MMAP center. The experiment was conducted
in a dark room, with participants’ heads stabilized using a chin
rest to ensure observation of the mid-air image from the front. The
visual content for the mid-air image buttons was created using
Unity (version 2022.3.38.f1).

6.2 Method
As shown in Figure 9, four types of mid-air image buttons were
presented in random order. In each condition, identical buttons
were displayed on the left and right sides, and the conditions never
differed between the two sides. The four button conditions were as
follows:

• Without shadow & Same size (Figure 9 (a))
• With shadow & Same size (Figure 9 (b))
• Without shadow & Different sizes (Figure 9 (c))
• With shadow & Different sizes (Figure 9 (d))

The buttons were illuminated by a single directional light, and the
shadows, placed at the lower right, were opaque gray with blurred
edges, adopted based on a pilot study showing they are easier to
perceive as shadows. For each condition, participants performed
a button-pressing task, and the amount of penetration was mea-
sured—defined as the distance the fingertip extended beyond the
focal plane of the mid-air image. This penetration depth served
as an objective index, indicating how pictorial depth cues affected
the actual extent of finger movement relative to the focal plane.
Participants were also asked to indicate the perceived depth of the
button press using a pointing gesture, and to rank the subjective
sense of pressing depth for each condition. This perceived depth
of the button press (hereafter termed perceived pressing depth)
served as a subjective index, reflecting how deeply the button was
felt to sink based on memory of the pressing sensation without
visual stimuli. Thus, the two measures captured complementary
aspects of depth: the objective motor response versus the subjective
perceptual impression.

6.3 Procedure
The experiment consisted of three repetitions of a set containing
the four button conditions, including both the button-pressing tasks
and the evaluation of perceived pressing depth. First, a practice

Figure 9: Mid-air image buttons displayed in the experiment:
(a) Without shadow & Same size, (b) With shadow & Same
size, (c) Without shadow & Different sizes, (d) With shadow
& Different sizes. In each image, the left (light blue) shows
the button before pressing, and the right (orange) shows the
button after pressing.

phase was conducted to familiarize participants with operating the
mid-air image buttons. During the main experiment, participants
were instructed to press the button with a number displayed on
it using the index finger of their dominant hand. The numbered
button was randomly presented on either the left or right side.
The depth position of the fingertip was recorded at the moment of
pressing, and the penetration amount relative to the focal plane was
calculated. To provide clear feedback that the button was success-
fully pressed, the button’s color changed when the fingertip reached
the button. Each condition included 10 press trials, repeated three
times, resulting in a total of 120 trials per participant. The order
of the conditions was randomized based on a Latin square design
to minimize order effects. After completing the pressing tasks for
all four conditions, participants indicated the perceived depth of
pressing for each button using a pointing gesture. In this reporting,
no stimuli were presented, and participants pointed based on their
memory of the pressing sensation. Finally, participants ranked the
conditions in order of the perceived magnitude of the pressing sen-
sation. The total time required per participant was approximately
20 minutes.

A total of 16 participants (12 males and 4 females) aged between
21 and 24 years took part in the experiment. The participants were
newly recruited for this study. Of these, 6 participants were involved
in research related to mid-air images, while the remaining 10 had
no such experience. All participants had normal or corrected-to-
normal vision, sufficient for daily activities.

6.4 Results
First, Figure 10 shows the penetration depth of participants’ fingers
for each condition and the results of a two-way repeated-measures
ANOVA with “presence/absence of shadow” and “presence/absence
of size difference” as within-subject factors. The vertical axis rep-
resents the penetration depth of the finger from the focal plane



VRST ’25, November 12–14, 2025, Montreal, QC, Canada S.Kominato, et al.

Figure 10: Penetration depth of participants’ fingers and in-
teraction effects for each condition

Figure 11: Perceived pressing depth and interaction effects
for each condition

(unit: cm). Since the Shapiro-Wilk test showed that the penetra-
tion depth data were not normally distributed, an aligned rank
transform (ART) procedure [23] was applied prior to the ANOVA.

Next, Figure 11 shows the perceived pressing depth for each
condition and the results of a two-way repeated-measures ANOVA
based on the within-subject factors of “presence/absence of shadow”
and “presence/absence of size difference.” The vertical axis indicates
the perceived depth of button pressing, in terms of “how deeply
the button felt to be pressed.” When significant interactions were
found in penetration depth and perceived pressing depth, simple
main effects were tested for each.

The results revealed that conditions involving size differences—
particularly when combined with shadows—significantly increased
both the penetration depth and the perceived pressing depth. As
shown in Figure 10, the mean penetration depth increased by ap-
proximately 1 cm under the different sizes condition compared to
the same size condition. The two-way ANOVA showed a signifi-
cant main effect of size difference (F (1, 15) = 48.43, p < 0.001) and a
significant interaction between shadow and size difference (F (1, 15)
= 5.18, p < 0.05). On the other hand, no significant main effect of
shadow was observed (F (1, 15) = 3.66, p > 0.05). Similarly, Figure
11 shows that the perceived pressing depth increased by approx-
imately 3–4 cm under the different sizes conditions compared to
the same size conditions. The ANOVA revealed a significant main
effect of size difference (F (1, 15) = 150.03, p < 0.001) and a signif-
icant interaction between shadow and size difference (F (1, 15) =
4.08, p < 0.05), while the main effect of shadow was not significant
(F (1, 15) = 0.34, p > 0.05). To clarify these interactions, simple main
effects were tested with paired t-tests and Wilcoxon tests. Results
showed that size difference had a significant effect on both pen-
etration depth and perceived pressing depth, and the effect was
amplified by the presence of shadows. These findings suggest that
size difference effects depend on shadow, whose changes in size and
position enhanced depth perception and pressing sensation. In this
experiment, in the condition where both shadow and different sizes
were present, not only the size but also the position of the shadow
changed to appear closer to the button. This was intended to mimic
the real-world phenomenon where both the size and position of
shadows change when an object moves along the depth axis under
lighting conditions. Thus, the combination of size and positional
changes of the shadow further emphasized the depth perception
and pressing sensation induced by the size difference.

Subjective evaluations revealed that perceived pressing depth in-
creased notably under the different sizes condition, especially when
combined with shadows. As shown in Figure 12, approximately 90%
of participants reported the strongest pressing sensation under the
condition with both shadow and size difference, followed by the
condition with size difference alone. In contrast, under same size
conditions, the perceived depth remained low regardless of shadow
presence. These findings suggest that size-induced visual change is a
key factor in enhancing pressing sensation. Several participants also
noted that shadows increased the button’s three-dimensionality,
making it feel “more dynamic and satisfying.” Notably, when both
cues were present, the simultaneous motion of the button and its
shadow amplified visual change, further strengthening the pressing
experience.

In summary, these results demonstrate that even for intangi-
ble mid-air image buttons, it is possible to effectively generate
the sensation of pressing by providing visual cues. In particular,
the combination of visual size difference and shadow significantly
increased both the penetration depth and perceived pressing sensa-
tion, enhancing the user’s sense of interaction.

7 Discussion
Through three experiments on interactions using mid-air images,
this study demonstrated methods for evaluating depth perception
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Figure 12: Subjective Ranking Results of Perceived Pressing
Sensation

Figure 13: An example of interaction where real objects and
mid-air images coexist.

and explored possibilities for the design of mid-air image presenta-
tions. As an application, a museum display could use pictorial cues
to emphasize spatial relations and interactivity as shown in Figure
13. In this paper, our contributions are as follows:

• Experiment 1 demonstrated that the pointing method used
toward mid-air images enables responses to depth variations
with an accuracy having only a 5.5 % error.

• Experiment 2 enabled quantitative evaluation of pictorial
cues using 2D mid-air images and pointing (e.g., a shaded
5-cm sphere yielded 2.4-cm perceived depth).

• Experiment 3 demonstrated that, even in the case of mid-
air image buttons without physical substance, the sensation
of pressing can be induced by manipulating the size of the
button and its shadow. By employing both penetration depth
(objective) and perceived pressing depth (subjective), we
showed that pictorial depth cues affected not only motor
control but also users’ pressing experience.

While the foregoing contributions and avenues for application
are promising, several limitations qualify our findings. Below we
catalog the limitations identified in each experiment.

In Experiment 1, pointing positions changed with depth vari-
ations, but discrepancies with the actual mid-air image position

remained. However, this discrepancy can be corrected by placing
a physical object at the same depth position as the mid-air image,
which may not pose a significant problem in practical applications.

Next, in Experiment 2, compared to physical spheres, mid-air
images could not reproduce the full range of depth perception and
tended to be perceived as having less depth than physical objects.
The influence of highlights, shading, and shadows on depth per-
ception was not fully examined, leaving room for further study.
Additionally, in the size difference condition, both size and perspec-
tive cues were used, based on preliminary tests indicating their
effectiveness. Therefore, this study did not fully isolate pictorial
depth cues, and future work should examine them separately. Depth
cues were tested only in binary form; future work should vary pa-
rameters such as shading intensity, shadow blur, and size gradients
for finer analysis.

The evaluation in Experiment 3 was limited to specific UI de-
signs, and it remains unclear whether similar effects generalize to
other designs. Specifically, when only shadows were presented, the
pressing sensation was not confirmed, which suggests that the posi-
tion and color of shadows may not have been effective in conveying
the pressing sensation. Thus, using designs where these elements
are altered may result in different pressing sensations.

In the future, it will be necessary to clarify which UI designs can
more effectively provide a sense of depth during button pressing,
by examining factors such as optimal size variations, shadow po-
sition and color, and other pictorial cues like button shapes and
perspective. It will also be important to explore the effects of visual
parameters (e.g., shading intensity, shadow blur, size gradients) in
a more systematic manner, rather than using only binary condi-
tions. In addition, incorporating haptic feedback for mid-air images
or auditory feedback when buttons are pressed could provide a
more realistic interaction experience. Furthermore, participants in
this study were mostly young men; future research should involve
broader age and gender groups, including presbyopic adults, to
better understand differences in mid-air image perception.

8 Conclusion
We examined whether pictorial cues enhance depth in mid-air im-
ages and support pressing sensation in UI design. Across three
experiments, we validated the pointing method, quantified depth
cue effects, and applied them to button UIs. The experimental re-
sults showed that pictorial depth cues, such as differences in size,
shadows, and shading, enhance the sense of depth in 2D mid-air
images. Combining size differences with shadows effectively en-
hanced pressing sensation, showing potential for mid-air button UIs.
These results indicate that pictorial depth cues can effectively en-
hance interaction in 2D mid-air UIs, even in the absence of physical
substance or focal depth changes.
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